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But first, a special message from Taylor!





Overview of AI
Generative AI

“An umbrella term that refers to artificial intelligence models that have the capability to 
generate content. Generative AI can generate text, code, images, video, and music. 
Examples of generative AI include Midjourney, DALL-E, and ChatGPT.”

What is a large language model?: A comprehensive llms guide. Elastic. (n.d.). https://www.elastic.co/what-
is/large-language-models 





Large Language Model Applications
Natural Language Processing (NLP)

 A model’s ability “to convert unstructured language data into a structured data format to enable machines to 
understand speech and text and formulate relevant, contextual responses.”

Natural Language Understanding (NLU)

“Machine reading comprehension through grammar and context, enabling it to determine the intended 
meaning of a sentence.

Natural Language Generation (NLG)

“The construction of text in English or other languages, by a machine and based on a given dataset.”

Kavlakoglu, E. (2020, November 12). NLP vs. NLU vs. NLG: The differences between three Natural Language 
Processing Concepts. IBM Blog. https://www.ibm.com/blog/nlp-vs-nlu-vs-nlg-the-differences-between-three-natural-
language-processing-concepts/ 



Educational Concerns: 
Cheating & Plagiarism



NLP Academic Safeguards…a work in 
progress
Most consumer generative AI tools have built in safeguards to minimize 
unauthorized, illegal or unethical use. 

•“We don’t allow the use of our models for the following: …Coordinated 
inauthentic behavior ….Plagiarism…Academic dishonesty…”

However, an AI tool has no way of knowing the context surrounding its 
use. 

Open AI. (n.d.). Usage policies. https://openai.com/policies/usage-policies 



Example 1: Test Cheating







Example 2: Aiding Plagiarism









Example 3: Cutting out the Middle Man





But what about plagiarism detection tools?









Current Policy Examples – APS / Policy 
Service
“Unauthorized use of personal electronic devices includes, but is not limited 
to …. Transmitting school materials for unethical purposes such as cheating.”

“Copying, selling or distributing copyrighted material without the express 
written permission of the author or publisher (users should assume that all 
materials available on the Internet are protected by copyright), and engaging 
in plagiarism (using other's words or ideas as your own) shall be prohibited.”

Albuquerque Public Schools. (n.d.). Student acceptable use of technology - Albuquerque Public Schools. aps.edu. 
https://www.aps.edu/about-us/policies-and-procedural-directives/procedural-directives/j.-students/student-acceptable-use-of-personal-
electronic-devices 



Current Policy Examples - UNM
Requires that students:

Acknowledge the use of AI as an outside source, including a paragraph that explains the 
usage and prompts.

Are responsible for errors generated by AI outputs.

Shall properly cite AI generated material to avoid plagiarism

Affirm that AI use is consistent with course objectives and is not a mechanism for 
avoiding an assignment.

University of New Mexico. (n.d.). Research guides: Artificial intelligence (AI) in education: AI and academic 
integrity. AI and academic integrity - Artificial Intelligence (AI) in Education - Research Guides at University of New 
Mexico. https://libguides.unm.edu/c.php?g=1301926&p=9566552 



AI Privacy Concerns
Use of artificial intelligence for data processing is increasing but often times data security 
protections are not keeping pace, an issue even tech savvy companies are grappling with:

Dreibelbis, E. (2023, May 2). Samsung bans chatgpt after engineers use it to fix proprietary code. PCMAG. https://www.pcmag.com/news/samsung-bans-chatgpt-after-engineers-use-it-to-fix-proprietary-code 



What is being done?
In the 2023 legislative session, at least 25 states, Puerto Rico and the District of Columbia 
introduced artificial intelligence bills, and 15 states and Puerto Rico adopted resolutions or enacted 
legislation including: 

• Connecticut required the state Department of Administrative Services to conduct an inventory 
of all systems that employ artificial intelligence and are in use by any state agency and, 
beginning Feb. 1, 2024, perform ongoing assessments of systems that employ AI and are in use 
by state agencies to ensure that no such system shall result in unlawful discrimination or 
disparate impact. Further, the legislation requires the Office of Policy and Management to 
establish policies and procedures concerning the development, procurement, implementation, 
utilization and ongoing assessment of systems that employ AI and are in use by state agencies.

• Louisiana adopted a resolution requesting the Joint Committee on Technology and 
Cybersecurity to study the impact of artificial intelligence in operations, procurement and policy.

• Texas created an AI advisory council to study and monitor artificial intelligence systems 
developed, employed or procured by state agencies, with North Dakota, Puerto Rico and West 
Virginia also creating similar councils.



What is being done?
On October 30, 2023, President Biden issued an executive order aimed at managing the risks of AI and 
established new standards for AI safety and security to protect privacy.

Among other things, the executive order specifically :

• prioritizes federal support for accelerating the development and use of privacy-preserving techniques—
including ones that use cutting-edge AI and that let AI systems be trained while preserving the privacy of 
the training data;

• Requires evaluations of how agencies collect and use commercially available information—including 
information they procure from data brokers— and strengthen privacy guidance for federal agencies to 
account for AI risks. This work will focus in particular on commercially available information containing 
personally identifiable data; and

• Requires development of guidelines for federal agencies to evaluate the effectiveness of privacy-
preserving techniques, including those used in AI systems. These guidelines will advance agency efforts 
to protect Americans’ data.



AI in School Districts

As we have discussed today, AI can and is being used in many fields to help streamline data 
analysis and processing and offers the same benefits and risks to utilization in school districts.

For example: 

• Digital class room assistants such as Merlyn Mind Symphony Classroom offers an in classroom 
assistant for teachers to help with quick answers to student questions. 

• Chatbot services such as the Let’s Talk! Assistant help school districts stay in constant 
communication with parents and students by accepting feedback and answering questions 24/7

• Other AI programs also offer tutoring services that learn from student input to adapt lesson 
plans.

While helpful, these programs may also be collecting student data which creates potential risk for 
School Districts



Privacy Obligations

State and Federal laws impute certain obligations to School 
Districts to protect certain student data, the most notable of which 
is The Family Education Rights and Privacy Act of 1974 
(“FERPA”), which is a federal law that protects the privacy of 
student educational records

FERPA applies to all schools and colleges that receive federal 
funds (all of you)



What is an “Educational Record”?

Those records that contain information directly related to a student and 
which are maintained by an educational agency or institution or by a 
party acting for the agency or institution. 

This includes:

• Date and place of birth, parent(s) and/or guardian address, and 
where parents can be contacted in emergency situations. 

• Grades, test scores, courses taken, academic specializations and 
activities, and official letters regarding a student’s status in schools; 

• Special education records; 
• Discipline records; 



Best Practices for Safeguarding 
Student Data

Experts recommend that administrators and educators follow 
these four steps to help safeguard student data:

1.Understand if a tool is appropriate for classroom use. Some 
tools and services have age restrictions, and others are approved 
only for personal or home use. If teachers are thinking about 
using a video streaming service to show a documentary in their 
classrooms, for example, experts recommend connecting with 
their library instead to get appropriate access to documentaries.



Best Practices for Safeguarding 
Student Data (Cont.)

2. Engage your IT department before downloading or using a 
piece of tech in class. Engaging District IT departments allows 
your professionals to vet AI tools, and their collection methods, 
before an implementation in classrooms. 



Best Practices for Safeguarding 
Student Data (Cont.)

3. Know the law. Get familiar with federal laws, including 
the Children’s Internet Protection Act, the Children’s Online 
Privacy Protection Rule and the Family Educational Rights and 
Privacy Act, which protect students’ online data. If in doubt 
contact District Counsel (Cuddy & McCarthy).

https://www.fcc.gov/consumers/guides/childrens-internet-protection-act
https://www.ftc.gov/enforcement/rules/rulemaking-regulatory-reform-proceedings/childrens-online-privacy-protection-rule
https://www.ftc.gov/enforcement/rules/rulemaking-regulatory-reform-proceedings/childrens-online-privacy-protection-rule
https://www2.ed.gov/policy/gen/guid/fpco/ferpa/index.html
https://www2.ed.gov/policy/gen/guid/fpco/ferpa/index.html


Best Practices for Safeguarding 
Student Data (Cont.)

4. Negotiate the terms of the user agreement. Most users have 
only two choices, accept the terms of the user agreement for 
these tools wholesale or don’t use the technology. However, 
sometimes schools can work with a provider to adjust the terms of 
the user agreement to make certain tools safer for children in an 
educational setting.

Taashi Rowe, managing editor, EdTech: Focus on K-12 magazine. (2023, July 10). ISTELive 21: Think before you 
click to protect student data, privacy expert tells educators. Technology Solutions That Drive Education. 
https://edtechmagazine.com/k12/article/2021/07/istelive-21-think-you-click-protect-student-data-privacy-
expert-tells-educators 



One More Tip From the Lawyers

Make it Policy! 

AI is here to stay and while an outright ban on the use of AI 
technologies in the classroom may be tempting, it also prevents 
School Districts from utilizing AI to expand education opportunities 
and create better outcomes for students. Alternatively, crafting 
policy to implement the safeguards discussed here allows School 
Districts to use AI as a tool.  



Is Banning AI the Best Approach?
There are numerous School Districts that have banned the largest 

and most well known language model based chatbot, ChatGPT for use by 
students and school staff.

 The movement to widely ban ChatGPT began in December of 2022 
and January of 2023 when two of the largest School Districts in the 
Nation, New York City Public Schools and Los Angels Unified blocked 
access to ChatGPT from school Wi-Fi networks and devices

 This was only a short time after the official release of ChatGPT in 
November 2022.
Jeremy Baum, J.V. et al. (2023) Should schools ban or integrate generative AI in the classroom?, Brookings. Available at: 
https://www.brookings.edu/articles/should-schools-ban-or-integrate-generative-ai-in-the-classroom/ (Accessed: 29 November 2023). 



Repealed Bans and a New 
Perspective

Los Angeles Unified School District and New York City Public 
School District have both since withdrawn the initial ban of ChatGPT.

 One of the things found from the ban on ChatGPT while it lasted 
was that wealthier students with access to computers, cell phones or other 
similar technology were using programs like ChatGPT at home.

 “Children who have devices and unfiltered, unfettered connectivity 
at home are already benefitting from access to these tools. Students who 
depend on district devices and connectivity are restricted” Alberto M. 
Carvalho, Superintendent of the Los Angeles Unified School District.

Singer, N. (2023) Despite cheating fears, schools repeal chatgpt bans, The New York Times. Available at: 
https://www.nytimes.com/2023/08/24/business/schools-chatgpt-chatbot-bans.html (Accessed: 29 November 2023). 



Fears of Civil Rights Violations 
with AI

As the ban attempts have shown, taking firm stances on AI use can 
implicate certain civil rights protections.

 The bans on AI programs produced unintended discrimination 
based on economic inequality.

 While Socioeconomic status is not an officially protected class 
under the U.S. Constitution, socioeconomic status sometimes reflects 
disparate impacts on racial groups which are a protected class.

 Additionally, New Mexico has special considerations of 
socioeconomic class discrimination as a result of the Yazzie/Martinez v. 
New Mexico State decision.



Yazzie/Martinez v. State of New 
Mexico

Any disparate impact on socioeconomic status is especially 
concerning when this is applied to the context of New Mexico Schools, 
there is the additional consideration of the 2018 Yazzie/Martinez v. State 
of New Mexico court decision which created an affirmative duty to provide 
equitable access to education to all New Mexico students.

 When considering a policy regarding AI, whether or not it is a ban 
or integration into learning, it is important to consider equitable access and 
failure to do this will violate the tenants of the order in the Yazzie/Martinez 
v. State of New Mexico decision and other civil rights laws.



AI and Bias
While AI programs such as ChatGPT seem like they would operate 

without bias, there are known to be biases inherent to AI programs that must 
be considered when making policy.

 As AI is trained or otherwise operates under datasets, there is a real 
concern that the data upon which AI relies is from biased, or even fictional 
sources.

 “AI bias occurs because human beings choose the data that algorithms 
use, and also decide how the results of those algorithms will be applied.” 
Bernard Marr.

Marr, B. (2023) The problem with biased AIS (and how to make Ai Better), Forbes. Available at: https://www.forbes.com/sites/bernardmarr/2022/09/30/the-
problem-with-biased-ais-and-how-to-make-ai-better/?sh=49d7747a4770 (Accessed: 29 November 2023). 



Discrimination Caused by 
Algorithm Bias

There is a recent, first-of-its-kind, lawsuit which highlights the 
dangers of discrimination in the application of AI programs and has 
provided insight into how liability may be treated by courts in the future 
when discrimination is found in AI programs.

  Equal Opportunity Commission v. iTutorGroup, Inc. et al.



Liability for AI is Borne by the 
Trainer

The iTutorGroup lawsuit is the first decision which directly holds the 
user of the AI technology rather than the AI technology company liable for 
the AI programs it uses.

 This provides good grounds to support the concept that liability is 
borne by the trainer of AI rather than the creator of the program.

 It is important to educate all implementors of AI programs in 
schools as much as possible to ensure that actions of agents of the school 
are not creating potential liability by using these AI programs.



Best Practices to Protect a School 
From AI Bias?

The best practices to protect schools from discriminatory AI programs are 
essentially the same as safeguarding student data. It is recommended 
that:

1. Understand if a tool is appropriate for classroom use.

2. Engage your IT department before downloading or using a piece of tech 
in class.

3. Know the Law.

4. Negotiate the terms of the user agreement.



Where to turn for guidance for AI use 
in Schools?

In May of 2023, The Office of Educational Technology of the United States Department 
Education produced a guide for educational policy makers called Artificial Intelligence 
and the Future of Teaching and Learning Insights and Recommendations.

In September of 2022, the European Commission created Ethical Guidelines on the 
use of artificial intelligence (AI) and data in teaching and learning for Educators.

In October of 2022, the Biden administration, through the White House Office of Science 
and Technology Policy (OSTP) presented a Blueprint for an AI Bill of Rights which 
presented five articles intended to identify the harms that AI and other technology 
advancements can cause.

On October 30, 2023, President Biden issued an Executive Order on Safe, Secure, 
and Trustworthy Artificial Intelligence.



Disclaimer

◦This presentation is intended to provide a broad overview and 
general information about the topics covered, and not legal advice 
applicable to any particular case.  Where laws are summarized, 
information not necessary for a broad overview may be 
omitted.  Seek additional information or consult your attorney with 
any issues that arise and do not rely solely on the information 
presented here.

Cuddy & McCarthy LLP 44



Thanks for attending!
LET US KNOW IF YOU HAVE ANY QUESTIONS.
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