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®* Can an artificial being ever be considered "alive'?
* What does it mean to be "alive"?
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® Psychol: us mental abili’ries,
including the ab use what one has learned, in
order to solve problems, adapt to new situations, and unders’rqnd and
manipulate one’s reality.

® Nonlinear, non-predictable behavior.
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onal models;




e brain is a form of

biological computer and that the mind is

computational so is Al




ms

®* The mc ver ncrease the Al’s

confidence of its ai ~alculates whether or not to make a

guess
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May 11th, 1997
Computer won world champion of chess
{Deep Blue) {Garry Kasparov)

{Reuters = Kyodo News)
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* Wikipedia articles
® Basically, anything on the Internet
whether factual or not whether ethical
/ or not
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24 Amazon workers sent
to hospital after robot
accidentally unleashes
bear spray

® Is it like

same problems? However, sc - 3/
problem in not necessarily in the ,_g_{*‘_"_ \L {\ 5
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; us
shouldn't it be?
‘what can | do that Al can't
do? How 0 1y passions, my employment,
my place in this wc reg d by artificial intelligence?

* They'll wrestle with ethical questions -- how can Al use be fair, equitable,
unbiased, good? What happens if it gets in the hands of bad actors? How can

@ Ve :
| make sure I'm using it in an ethical way?
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> and equity
issue * fairness in how
decisions are autt
* EDUCATIONAL LEADERS MUST CREATE POLICIES TO
j GOVERN HOW Al IS DEVELOPED FOR AND USED IN

EDUCATION. Is that PED or school boards in New Mexico?
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ucces designed to teach to the
middle or most
* For example, Al-enabled educatione ology may be deployed to adapt to each student’s

English language abilities with greater support for the range of skills and needs among English
learners.
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y ynsidered. Al increases
risks alre y and security.

* Al adds new risks of al equity in education due to unwanted
patterns in existing data and unfair automated decision-making. For educational systems to
benefit from the opportunities that Al can provide, the risks must be minimized and mitigated.

* The blueprint for any Al policy is a sound starting place in investigating the potential risks in
any particular Al systems, with specific understanding of risks that may arise in educational

/ settings.
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RECOMMENDATIONS FOR POLICY DEVELOPMENT

* Emphasize Humans-in-the-Loop.

Reject the notion of Al as replacing
teachers. Teachers and administrators
must be “in the loop” whenever Al is
applied to notice patterns and automate
educational processes. Adopt a Humans-
in-the-Loop as a key criteria in any policy
development.

Align Al Models to the School District's
Strategic Plan for Education. The PED
or the School Board along with
researchers, and academic evaluators
must determine the quality of an
educational technology based not only on
outcomes, but also based on the degree
to which the models at the heart of the Al
tools and systems align to a shared vision
for teaching and learning.

ypumans in the LOOp

Privacy & Data
Security

Transparent,
Accountable & %
Responsible
Use v _
Center
Students &
Context- Teachers

aware & 'Inspectable
Effective Across o . Explainable |
Contexts , Overridable /

Aligned to
Our Vision for
. Learning

Minimize Bias
& Promote
Fairness
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effective A
PED regulations — u
* Local Control — probably not.

* Addressing data privacy is important, but strengthening public trust
requires more than data privacy: educators need Al systems that
can be inspected, explained, and provide a guide how humans can

/) check, and override recommendations generated using Al.
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\| jtomatically in
support ¢ s will need to consider
how such recommende > and actions can comply with laws such
as the Individuals with Disabilities Education Act (IDEA) and other
federal and state equity and discrimination laws.




* Teachers make moment-to-moment

\\3 RECOMMENDATIONS FOR POLICY DEVELOPMENT /

/ - : :
deCISlonS 2 they dO the ImmEdlate Activity comﬁositidnvomking hours, number of hours
O work of teaching.
Preparation 10.5 Student instruction
* Teachers prepare for, plan, and reflect g i
on teaching, which includes -
professional development. 49%
S . . Evaluationand | ksl Stpdent fime is
* Teachers participate in decisions about edhack85 = orngtimeper e | ottt
the design of Al-enabled technologies, §  eeklorateache emational-sill | Withstudeats
_— : : Professional development
participate in selecting the Sevbloptart 36 35
technologies, and shape the evaluation wmnsaior'so. SO e e
of technologies—thus setting a context
. "1 Average for respondents in Canada, Singapore, United Kingdom, and United States,
for not only their own classroom but LG e

those of fellow teachers as well.



Potential for time reallocation, number of hours per week' B Reallocatable time ] Other working time

Preparation Evaluation  Administration? Student Professional Student Student
and instruction and development coachingand behavioral-,
feedback engagement advisement social-, and

emotional-skill

155 development



EXAMPLES OF EDUCATIONAL USE OF Al
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Use it as a more

complex source of

information than
Google.

Ask it to do some
teacher tasks for
wou.

Use it to
summarize texts.

& & &

Create
personalized
learning
experiences.

Use it to provide

students access to

lots of good
examples.
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Add it to the
"think pair share"
thinking routine.
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Use it for insight
into big,
difficult-to-solve
problems.

(oo —A
-

My

Provide tutoring
or coaching.

ways to use
ChatGPT in the
classroom
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Use it to remix Ask it for Ask it for
definitions (on a
variety of
levels).
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feedbachk for
student work.

student work.

Ask the bot for
advice.

G e G2) =2

Ask ChatGPT to Anticipate the Take several

write your lesson response you'd responses and

plans. expect from Al. make a better
product.

4 @ @i

Generate prompts Provide Supplement
and questions to information and in-person
facilitate answer questions. instruction.
discussions.

Grade the bot. Debate the bot.
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yality — digital divides; equal
d equity in education as fast innovation
eads to extreme economic inequality;

® Divided societies with bubbles in values and
visions of government — challenges of populism
(recommendations, news feeds, false news,
manifestos, news as propaganda, etc.)
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>Ch w particular Al
technologie stems, may increase or
undermine equity for students; and take steps to safeguard and

advance equity, including providing for human checks and balances
and limiting any Al systems and tools that undermine equity.
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® Re-valu oadening what that
means now that Al is k r d more integrated into all arenas of

society and the workplace (don’t prepare a student for a job that will no

longer exist).
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